Exercise Monte Carlo Simulations

1. The approximation of π=3.1416 can be approximated by random sampling of a unit disc. By computing random points in a square and determining how many of these points are in the circle, a Monte Carlo simulation can be used to approximate π. This approximation relies on the ratio, *p*, of the area of the unit disc to the area of the square where the length of each side of the square is equal to the diameter of the unit circle. Hence, the estimation of π is as follows:

Perform the Monte Carlo simulation and see how the estimate for π improves with increasing *n*. Compute the deviation from the exact result, . (Plot the estimates and the deviations)

1. Let be a random sample from a normal distribution. Compare three estimators for the mean µ of the distribution;
2. Sample mean
3. Sample 20% trimmed mean (R code: mean(x, trim=0.2))
4. Sample median

Perform a Monte Carlo simulation and compute the bias of each estimator.

1. Central Limit Theorem

In [probability theory](https://en.wikipedia.org/wiki/Probability_theory), the **central limit theorem** (**CLT**) states that, given certain conditions, the [arithmetic mean](https://en.wikipedia.org/wiki/Arithmetic_mean) of a sufficiently large number of iterates of [independent](https://en.wikipedia.org/wiki/Statistical_independence) [random variables](https://en.wikipedia.org/wiki/Random_variables), each with a well-defined [expected value](https://en.wikipedia.org/wiki/Expected_value) and well-defined [variance](https://en.wikipedia.org/wiki/Variance), will be approximately [normally distributed](https://en.wikipedia.org/wiki/Normal_distribution), regardless of the underlying distribution.

Use Monte Carlo simulation to check the distributional assumption of this theorem. Use histograms to check for normality.